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Abstract

This study explores the application of Large Language Models (LLMs), particularly GPT-4o,
to textual geotagging, introducing a novel dataset of tweets with geographical annotations.
Using zero-shot and few-shot approaches, we demonstrate GPT-40's ability to infer location
from explicit and implicit textual references in tweets, achieving average errors as low as
43 km for explicit mentions. Our experiments reveal LLMs' robust geographical knowledge
and adaptability to geotagging tasks with minimal context. The research also highlights
LLMs’ potential in advancing geographical inference from text, identifying challenges and
effects of data quality, and opportunities for improving model performance on implicit
references and noisy data.
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1. INTRODUCTION

Textual geotagging is the process of extracting geographical coordinates from textual infor-
mation. This task has become necessary in the digital age due to the vast number of services that
usexo geolocation data. Geotagging has multiple applications in social media analysis, emergency
response systems, and targeted ads. Unfortunately, traditional approaches for textual geotagging,
including rule-based systems, gazetteer lookups, statistical and probabilistic models, early ma-
chine learning algorithms, and even sophisticated language models, fail to capture geolocation
information from inputs explicitly mentioning geographical places or depending on the context.

In recent years, we have seen massive progress in language models, leading to the develop-
ment of large language models (LLMs) [1]. These advanced models have demonstrated remark-
able capabilities across various natural language processing tasks [2], often surpassing tradi-
tional and earlier machine learning approaches. They are remarkably capable of reasoning [3],
making them particularly promising for complex tasks like textual geotagging.

In this article, we present a novel approach to textual geotagging that leverages the power of
LLMs trained on massive amounts of data to accurately infer geographical metadata like coun-
tries, cities, and streets, and even coordinates from the textual content, particularly in scenarios
where explicit geographical indicators are sparse or ambiguous.
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Our research makes several contributions to the field:

i. A novel dataset of tweets annotated with precise geographical coordinates, carefully cu-
rated to represent a wide range of location-related linguistic patterns;

ii. A new framework for prompting LLMs to extract and reason about geographical informa-
tion from text;

iii. A comprehensive comparative analysis of multiple state-of-the-art LLMs’ geotagging per-
formance using zero-shot and few-shot learning approaches.

Through our experiments and analysis, we aim to demonstrate the potential of LLMs in ad-
vancing the field of textual geotagging and pave the way for more sophisticated location infer-
ence systems in real-world applications.

The remainder of this article is structured as follows:

Section 2 reviews related work in textual geotagging and the application of LLMs in natural
language processing tasks.

Section 3 describes our novel dataset, detailing its creation process, characteristics, and po-
tential applications in geotagging research.

Section 4 outlines our experimental methodology, focusing on zero and few-shot learning
approaches.

Section 5 presents our results and discusses the performance of GPT-40 on the geotagging
task.

Finally, we summarize our findings and suggest future research directions in this rapidly
evolving field.

This study aims to contribute meaningfully to the growing landscape of Al-driven geographi-
calinference from textual data by exploring the intersection of LLMs and geographical informa-
tion systems.

2. RELATED WORK

By analyzing related work done in the current direction, we will review methods and ap-
proaches based on the pre-LLM era, which include the following methods:

i. heuristic, probabilistic, and statistical;
ii. classical machine learning;

iii. advanced natural language processing.

2.1. Heuristic, Probabilistic, and Statistical Methods

Researchers have developed various approaches to tackle the challenges posed by sparse and
noisy data in geolocation inference from social media content. These methods can be broadly cat-
egorized into heuristic, probabilistic, and statistical techniques, each offering unique strengths
in extracting location information.

Heuristic approaches leverage domain-specific knowledge and rules, often proving effective
in scenarios where explicit location information is limited. These methods typically rely on care-
fully crafted algorithms that exploit patterns and structures within the data. The work in [12]
examines approaches for estimating a user’s location using microblog messages without geo-
tags. The researchers found that training models for each user individually offered advantages

Artificial intelligence and machine learning 31



Sultanov A.

in both precision and recall compared to other approaches, highlighting the potential of person-
alized heuristics. In [4], authors developed a text-based heuristic schema for geolocation infer-
ence on Reddit, analyzing user comments. Their approach generates ground truth location labels
with a precision of 0.966. It employs a multi-modal inference model, achieving median errors of
157 miles for US users and 266 miles for international users. Researchers in [5] propose a scal-
able geoparsing and geotagging approach to serve local news worldwide. They use an ensemble
method to determine article location and impact radius and develop techniques to reconcile user
location with article location for personalized local news delivery. The study in [13] explores the
geo-parsing of disaster-related tweets, manually annotating locations to create a gold standard.
They found that off-the-shelf Named Entity Recognition software struggled with informal loca-
tion references in microtext, highlighting the need for specialized approaches for social media
content.

On the other hand, probabilistic methods model the inherent uncertainties in location data,
allowing for more nuanced predictions. These approaches often leverage statistical techniques
to estimate the likelihood of a user’s location based on various features. In [6], researchers use
kernel density estimation, hierarchical clustering, and other spatial analytics to build dynamic
ontological models of place from Twitter and Weibo data. They identify feature types of place
name ontologies and observe seasonal variation patterns in non-administrative places, demon-
strating the potential of probabilistic models in capturing the temporal dynamics of locations.
The study in [7] presents a probabilistic framework for estimating Twitter users’ city-level loca-
tions based solely on tweet content. Their approach uses a classifier to identify words with strong
local geo-scope and a lattice-based neighborhood smoothing model, placing 51 % of users within
100 miles of their actual location.

Similarly, the work in [10] proposes a probabilistic framework for estimating a Twitter user’s
city-levellocation based purely on tweet content. Their approach includes a classification compo-
nent for identifying words with strong local geo-scope and a lattice-based neighborhood smooth-
ing model. It also places 51 % of Twitter users within 100 miles of their location.

Statistical techniques leverage large-scale data analysis to infer location patterns, often em-
ploying sophisticated methods to discover relationships between textual content and geographic
information. The research in [8] proposes a language modeling method to predict the origin of
tweets’ points of interest (POIs). They use web-enriched models to boost performance for POIs
with insufficient tweets and find that time models consistently improve results despite data spar-
sity. In [9], researchers develop a probabilistic framework to estimate city-level Twitter user lo-
cations using content from tweet dialogues. Their baseline estimation using reply-tweet infor-
mation yields accuracy higher than previous approaches, showcasing the potential of conver-
sational context in location inference. The study in [11] presents a two-stage approach called
TS-Petar for extracting fine-grained locations with temporal awareness from tweets. They use
a POI inventory built from Foursquare data and a time-aware POI tagger based on Conditional
Random Fields, achieving promising performance against baseline methods.

As the field progresses, researchers increasingly explore hybrid and novel approaches that
combine elements from different methodologies. The authors of [14] propose a framework to
infer a user’s primary location on Twitter using textual content. Their probabilistic generative
model filters local words, employs data binning for scalability, and applies map projection tech-
niques, identifying 60 % of Korean Twitter users within 10 km of their actual locations. In [15],
researchers present a multi-level generative model that jointly explains latent topics and geo-
graphical regions in geotagged microblogs. Their model recovers coherent topics and their re-
gional variants while identifying geographic areas of linguistic consistency, demonstrating the
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potential of combining topic modeling with geolocation inference. The study in [16] introduces a
hierarchical ensemble algorithm for predicting Twitter users’ home locations at different granu-
larities. Their approach combines statistical and heuristic classifiers and outperforms previous
algorithms for predicting user locations, showcasing the benefits of ensemble methods in this
domain.

Some researchers have focused on event detection and analysis, leveraging geolocation tech-
niques to enhance real-time monitoring and response systems. The work in [17] investigates real-
time event detection on Twitter, mainly for earthquakes. They develop a classifier for tweets and
a probabilistic spatiotemporal model, treating each Twitter user as a sensor and applying Kalman
and particle filtering for location estimation. In [18], researchers propose TEDAS, a Twitter-based
Event Detection and Analysis System. The system detects new events, analyzes their spatial and
temporal patterns, and identifies their importance using efficient crawling, classification, and
ranking of tweets.

Innovative approaches have also emerged thatleverage knowledge bases and geometric tech-
niques. The study in [19] proposes a simple method to predict salient locations from news article
text using a knowledge base. Their approach uses a dictionary of locations created from the
knowledge base and hierarchical information between entities, improving f-measure by over
0.12 compared to multiple baselines. In [20], researchers present a novel geometric approach
for geotagging web documents. Their three-step process considers all place names together with-
out individual disambiguation, achieving correct continent-level focus for 97.07 % of Wikipedia
pages and country-level focus for 95.57 %.

While these approaches have made significant strides in geolocation inference from social
media and web content, they still face several challenges. They must address the sparsity and
noise in social media data, the prevalence of non-standard language and abbreviations, and the
dynamic nature of user locations. Moreover, many methods need help with scalability when ap-
plied to large-scale datasets, and privacy concerns often limit access to crucial user information.
The trade-off between precision and recall remains a persistent issue, with improvements in one
frequently coming at the cost of the other.

2.2. Traditional Machine Learning Approaches

Classical machine learning approaches have been widely applied to the challenge of geolo-
cation inference from social media content, offering a balance between interpretability and pre-
dictive power. These methods typically rely on feature engineering and established algorithms
to extract location information from textual data. The study in [21] employs linguistic analysis
of social media posts to map American cultural regions. Using frequency distributions of con-
tent words in geotagged tweets, the authors derive principal components of regional variation
and apply hierarchical clustering to identify clear cultural areas. This approach demonstrates
how machine learning techniques can uncover nuanced cultural patterns beyond traditional
demographic factors. In [22], researchers compare gazetteer-based and neural approaches for
geotagging a diachronic corpus of alpine texts.

While the gazetteer-based method achieved high precision, a neural model using contex-
tual string embeddings significantly outperformed toponym recognition when augmented with
crowdsourced annotations. This work highlights the potential of combining traditional and mod-
ern machine learning techniques for improved geolocation inference. The authors of [23] in-
vestigate user behavior regarding the location field in Twitter profiles. They found that many
users provide unreliable location information, but a simple classifier could still predict users’
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country and state with decent accuracy based solely on tweet content. This study underscores
the importance of implicit location information in social media posts. In [24], researchers ex-
plore probability models for predicting Twitter users’ home locations. They propose novel unsu-
pervised methods based on Non-Localness and Geometric-Localness to prune noisy data from
tweets. Using Gaussian Mixture Models and a limited set of local words, their approach achieves
comparable results to supervised state-of-the-art methods, demonstrating the potential of un-
supervised learning in this domain. The work in [25] compares machine learning algorithms,
including Naive Bayes, Support Vector Machines, and Decision Trees, for predicting user loca-
tions from tweet text. Their analysis suggests that Decision Trees are particularly well-suited for
tweet text analysis and location prediction, highlighting the importance of algorithm selection
in this task.

Similarly, the study in [26] applies Logistic Regression, Random Forest, Multinomial Naive
Bayes, and Support Vector Machine to predict tweet locations, focusing on Arabic tweets from
Saudi Arabia. By incorporating a geo-distance matrix, they achieve promising results with 67 %
accuracy, showcasing the potential of machine learning approaches for non-English content. The
research in [27] also compares Naive Bayes, Support Vector Machine, and Decision Tree algo-
rithms for predicting user locations from tweet text. Their experiments corroborate the findings
in [25], concluding that Decision Trees are particularly effective for tweet text analysis and loca-
tion prediction.

While these classical machine learning approaches have shown considerable success in ge-
olocation inference, they face several limitations. The reliance on hand-crafted features can be
time-consuming and may only capture some relevant patterns in the data. Additionally, these
methods often struggle with the informal and noisy nature of social media text, as well as the
sparsity of explicit location information. The performance of these algorithms can also be sen-
sitive to the choice of features and hyperparameters, potentially limiting their generalizability
across different datasets or languages. Despite these challenges, classical machine learning tech-
niques provide valuable insights into the relationship between textual content and geographic
information in social media data.

2.3. Advanced Natural Language Processing Models

Advanced natural language processing (NLP) methods have significantly improved the ac-
curacy and capabilities of geolocation inference from social media content. These approaches
encompass a wide range of techniques, from traditional machine learning to cutting-edge deep
learning models, each offering unique advantages in tackling the challenges of location predic-
tion from text. Conventional neural network approaches laid the foundation for geolocation in-
ference from social media content. The work in [28] presents GeoTextTagger, a high-precision
location tagging system that combines named entity recognition with a knowledge base (Open-
StreetMap) to identify and disambiguate location mentions. This hybrid approach achieved im-
pressive accuracy, with 50% of articles assigned at least one tag within 8.5 kilometers of the
actual location. The system’s ability to handle explicit and implicit location references makes it
particularly effective for processing various textual documents. Building on this, research in [29]
uses language models to create fine-grained representations of locations based on tweet con-
tent. This approach outperformed industry-standard tools, particularly at the hyper-local level,
achieving a three- to ten-fold increase in accuracy at the zip code level. The researchers mod-
eled locations at varying levels of granularity, from zip code to country level, demonstrating the
potential of language models to capture subtle linguistic cues indicative of location.
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As the field progressed, researchers began exploring more sophisticated neural network ar-
chitectures. The study in [30] presents a neural regression model using BiLSTM for tweet geoloca-
tion, demonstrating the potential of recurrent neural networks for capturing dialect and linguis-
tic markers in tweets. This approach is particularly noteworthy for its ability to work without re-
lying on pre-trained models or extensive text preprocessing, making it adaptable to social media
text’s informal and noisy nature. The model identifies the linguistic intricacies of a tweet to pre-
dict the user’s location, showing promise in handling the diverse dialects and linguistic styles on
social media platforms. Similarly, the work in [31] investigates various approaches for text-based
Twitter user geolocation prediction, comparing feature sets and classification methods. This com-
prehensive study explored the impact of non-geotagged data, the influence of language, and the
complementary geographical information in user metadata. The researchers found that explicit
selection of location-indicative words improves geolocation prediction accuracy and that mod-
eling on geotagged data and inferencing on non-geotagged data is feasible. This work provides
valuable insights into the factors affecting geolocation prediction accuracy and offers practical
guidelines for developing robust prediction models.

The advent of transformer architectures, including BERT, marked a significant leap forward
in NLP capabilities, and geolocation inference has significantly benefited from these advance-
ments. In [32], researchers developed a deep learning model using BERT for city-level geoloca-
tion of tweets, achieving a median error of less than 30 km on a worldwide dataset. This study
demonstrates the power of transformer-based models in capturing complex linguistic patterns
and contextual information relevant to location prediction. The researchers fine-tuned BERT on
Twitter data and incorporated tweet content and metadata, showcasing the model’s ability to han-
dle the unique characteristics of social media text. Building on this, the study in [33] utilizes the
BERT language model to predict the location of Indonesian Twitter users, achieving an accuracy
of 0.77 by concatenating display names, descriptions, and aggregated tweets. This work is par-
ticularly noteworthy for its application to non-English content, demonstrating the versatility of
transformer-based models across different languages. The researchers’ approach of combining
multiple user attributes (display name, description, and tweets) provides a more comprehensive
view of the user’s location, capturing information that might be missed when considering these
attributes in isolation.

Further refining the use of transformers, the work in [34] proposes a deep learning model
incorporating multi-head self-attention, subword features, and joint training with country la-
bels for tweet location prediction. This approach demonstrates competitive performance on the
W-NUT geo-tagging task, showcasing the potential of advanced transformer architectures in han-
dling the complexities of location prediction from short, informal text. The use of subword fea-
tures is particularly innovative, allowing the model to handle out-of-vocabulary words and in-
formal language common in tweets.

Named Entity Recognition (NER) has played a crucial role in many geolocation inference sys-
tems. The research in [35] developed T-NER, a novel system that leverages the redundancy in
tweets and uses LabeledLDA with Freebase dictionaries for distant supervision. This approach
doubled the F1 score compared to the Stanford NER system, demonstrating the potential of com-
bining machine learning techniques with knowledge bases for improved entity recognition in
social media text. The system’s ability to handle noisy and informal tweets makes it particularly
valuable for location extraction tasks. Building on this, the study in [36] investigates the effec-
tiveness of NER tools for extracting locations from disaster-related microblogs. The researchers
found that retraining NER tools on tweet data significantly improved performance, with Stan-
ford NER achieving an F-Measure of over 0.9 on a dataset of disaster-related tweets. This work
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highlights the importance of domain-specific training data in improving the performance of NER
tools for specialized tasks like disaster response. The work in [37] further advances NER tech-
niques by proposing the Leave no Place Behind approach, which fine-tunes popular NER tools
like Spacy and RoBERTa on humanitarian texts. This method improves performance and allevi-
ates bias towards Western countries in existing tools, achieving an F1 score of up to 0.92. The
researchers’ focus on humanitarian documents addresses an essential niche in geolocation in-
ference, potentially improving the effectiveness of aid distribution and crisis response efforts.

Several studies have focused on combining multiple techniques or developing specialized
approaches to address the unique challenges of geolocation inference from social media. In [38],
researchers propose the True Origin Model, which uses machine-level natural language un-
derstanding to identify tweets containing origin location information. This approach achieved
promising accuracy at various geographic levels, from country (80 %) to district (64 %), demon-
strating the potential of advanced NLP techniques in distinguishing between the mentioned
locations and the actual origin of a tweet. The study in [39] adapts and improves a deep learning
model (deepgeo2) for city-level geolocation prediction of tweets, integrating it with a visual
analytics system for real-time situational awareness. This work showcases the potential of
combining advanced NLP techniques with interactive visualization, providing a powerful tool
for analysts and decision-makers who need to quickly understand the geographic distribution
of social media activity. The work in [40] presents an enhanced geocoding precision method for
location inference from tweet text, combining spaCy for NER, Nominatim for geocoding, and
Google Maps for validation. This multi-step approach achieved high precision in location infer-
ence, with 61,9 % of extracted locations inferred within a 1 km radius. The researchers’ use of
multiple tools and validation steps demonstrates the potential for improving location inference
accuracy through careful system design and integration of complementary techniques.

Researchers have also explored grid-based and word-embedding approaches to address spe-
cific challenges in geolocation inference. The study in [41] presents LOCINFER, a non-uniform
grid-based approach using Quadtree spatial partitions for location inference. This method ad-
dresses the sparsity problem in training data and outperforms state-of-the-art grid-based meth-
ods, predicting 60 % of tweets accurately within a 161 km radius. Using non-uniform grids allows
the system to adapt to varying densities of geotagged data across different regions, potentially
improving performance in areas with sparse training data. In [42], researchers use word embed-
dings and deep learning models to track Coronavirus-related tweets, demonstrating the ability
to capture geosemantics of non-local words and delimit the sparse use of local ones. This work
showcases the potential of a new framework called DeepGeoloc and advanced NLP techniques
in tracking real-time events and understanding their geographic spread through social media
analysis. The researchers’ focus on a specific topic demonstrates how these techniques can be
applied to analyze public discourse and information spread during critical events.

As these techniques become more advanced, privacy concerns have also come to the fore-
front of research in this area. The authors of [43] explore methods to protect user privacy by de-
ceiving stance detection and geotagging models, highlighting the vulnerability of these advanced
NLP systems to simple text modifications. This work raises critical ethical considerations about
using geolocation inference techniques and the need for robust privacy protections in social me-
dia analytics.

These advanced NLP approaches have significantly improved the accuracy and robustness
of geolocation inference from social media content. However, challenges remain, including han-
dling informal language, addressing privacy concerns, and generalizing models across different
languages and geographic regions.
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3. DATASET

3.1. Dataset Objectives and Rationale

The primary objective of our dataset creation was to establish a comprehensive and diverse
collection of tweets containing explicit and implicit geographical information. This dataset serves
as a crucial resource for advancing research in textual geotagging, particularly in scenarios
where geographical indicators are sparse or ambiguous. By including tweets with implicit loca-
tion references, we aim to push the boundaries of current geotagging techniques and explore the
potential of Large Language Models (LLMs) in inferring geographical metadata from contextual
clues.

3.2. Data Source and Initial Processing

Our dataset is based on the “English Tweets of 2022 collection available on Kaggle1, which
initially contained over 500,000 tweets posted between January 1st and December 31st, 2022.
This source dataset was chosen for its temporal diversity, ensuring a balanced representation
across dates, weekdays, and months throughout the year. Due to constraints on LLM API usage
in our self-funded research, we narrowed our focus to a subset of 100,000 tweets from this initial
collection.

3.3. Dataset Creation Methodology

The creation of our specialized geotagging dataset involved a three-stage process:

i. Tweet Extraction and Filtering:

We employed a large language model as an initial filter to identify tweets containing geo-
graphical information. The LLM was prompted with specific instructions to extract tweets that
explicitly mentioned geographical entities or implicitly suggested locations. This step was crucial
in reducing the dataset to tweets relevant to geotagging tasks.

LLM Prompt Design

The prompt instructed the model to act as an expert in extracting geolocation information,
with clear guidelines for identifying explicit and implicit geographical references. The criteria
for implicit geolocation detection included factors such as:

* Local vernacular, dialects, or slang.

» References to local events, festivals, or sports.

 Specific weather patterns characteristic of certain areas.
* Mentions of local landmarks or attractions.

* References to local cuisine.

* Mentions of local transportation systems.

* Time zone indicators.

» References to local sports teams.

* Local political references.
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* Location-specific hashtags.

* Mentions of region-specific ecosystems or wildlife.

» References to local cultural events or practices.

* Mentions of region-specific businesses or chains.

» References to local educational institutions.

* Local historical references.

* Use of specific currencies.

* Use of particular measurement systems (metric vs. imperial).
* Mixing of local languages with English.

» References to specific topographical features.

* Mentions of local media outlets.

The LLM was instructed to output results in a structured JSON format, including the tweet
text, identified geographical entities (country, state, city, street), and the type of geolocation ref-
erence (explicit or implicit).

ii. Geographical Entity Extraction

For each tweet identified as containing geographical information, the LLM extracted relevant
geographical entities when possible. Entites included country, state, city, and street information
where available. The LLM’s role in this step was to provide a high-level analysis and entity ex-
traction rather than performing the final geotagging.

iii. Filtering and Validation

Explicit mentions

We applied a substring matching filter for tweets identified as explicitly mentioning geo-
graphical information. We retained only those tweets where at least one of the extracted entities
(country, state, city, or street) appeared as a substring within the tweet text. This step significantly
improved the precision of our explicit geolocation subset.

Implicit mentions

We noticed that most tweets labeled by LLM as implicitly mentioning the geographical infor-
mation are noisy and have a high rate of false positives. To address this, we manually curated the
implicit geolocation subset. We carefully selected 50 tweets that, with a high degree of confidence,
implied geographical information. This manual curation ensures the quality and relevance of
our implicit geolocation examples.

iv. Coordinate Mapping

To ensure the accuracy and independence of our dataset from LLM-based geotagging, we
employed Nominatim, an open-source geocoding tool based on OpenStreetMap data, to convert
the extracted geographical entities into precise latitude and longitude coordinates. This step in-
volved concatenating the available geographical entities for each tweet and passing them as ar-
guments to Nominatim’s geocode function.

38 © COMPUTER TOOLS IN EDUCATION. Ne3, 2024



Leveraging Large Language Models for Textual Geotagging: A Novel Approach to Location Inference

3.4. Dataset Characteristics

The resulting dataset exhibits the following key characteristics:

i. Size: out of the 100,000 processed tweets, 2,713 were identified as containing relevant geo-
graphical information.

ii. Geolocation types: 1,279 tweets with explicit mentions and 50 tweets with implicit refer-
ences.

iii. Geographical entity distribution: 1,308 tweets were mentioned with countries, 903 with
states, 959 with cities, and 67 with streets.

iv. Coordinate precision: the dataset includes latitude and longitude coordinates for each
tweet, with varying levels of precision based on the specificity of the geographical entities
extracted.

Figure 1. Global distribution of geotagged tweets in the dataset. The color intensity represents the number
of tweets associated with each country, with brighter shades indicating a higher concentration of tweets

Figure 1 offers insights into our collection’s spatial patterns and concentrations of geotagged
content.

3.5. Dataset Examples

Table 1. Sample tweets explicitly mentioning and implicitly referring to geographical locations

Tweet Type Extracted entities Lat, Lon

i miss bergen and i miss my friends Norway, Bergen 60.3943055, 5.3259192

Mid off in new york rn USA, New York, New York 40.7127281, -74.0060152

Going to a galaxy game. It’s been years Imao USA, California, Los Angeles | 34.0536909, -118.242766

— | =

Our view for tonight’s game. Let’s gooooo Tigers USA, Detroit, Michigan 42.338356, -83.048134

Note on implicit samples
We must acknowledge a degree of inherent uncertainty for tweets that contain implicit ge-
ographical references. Unlike explicit mentions, where geographical entities are directly stated,
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implicit references rely on contextual clues, cultural knowledge, and nuanced interpretation.
Consequently, there is no guarantee that the inferred location is correct.

3.6. Dataset Significance and Contributions

This dataset makes several significant contributions to the field of textual geotagging:

1. Implicit geolocation focus: our dataset addresses a gap in existing geotagging resources
by including tweets with implicit geographical references, enabling research into more
nuanced location inference techniques.

2. Diverse geographical entities: including various levels of geographical specificity (from
country to street level) allows for evaluating geotagging models across different scales of
location precision.

3. Real-world complexity: derived from actual Twitter data, the dataset captures the natural
complexity and variability of how people reference locations in casual online communica-
tion.

4. Benchmark potential: using an independent geocoding service (Nominatim) for coordi-
nate mapping ensures that the dataset can be an unbiased benchmark for evaluating LLM-
based geotagging techniques.

5. Temporal diversity: The dataset spans an entire year, allowing for studying potential sea-
sonal or temporal variations in location references.

3.7. Dataset availability

Our dataset is publicly available on GitHub2.

4. EXPERIMENTS

4.1. Models and Scenarios

We utilize GPT-40, developed by OpenAl and widely recognized as the most advanced and
capable large language model, for our geotagging experiments. GPT-40’s exceptional reasoning
abilities, vast knowledge base, and superior performance across various tasks make it an ideal
candidate for evaluating cutting-edge natural language processing capabilities. We test GPT-40
under zero and few-shot learning scenarios to assess its geotagging performance comprehen-
sively. This approach allows us to explore the model’s geographical knowledge and ability to
adapt to specific geotagging tasks with minimal additional context.

4.2. Dataset Preparation

The dataset is split into 90 % for testing and 10 % for few-shot examples. Zero-shot and few-
shot evaluations use the same 90 % test set for fair comparison.

40 © COMPUTER TOOLS IN EDUCATION. Ne3, 2024



Leveraging Large Language Models for Textual Geotagging: A Novel Approach to Location Inference

4.3. Task Description

The LLM predicts latitude and longitude coordinates based on each tweet’s content. In the
few-shot scenario, models receive examples from the 10 % few-shot set before tackling the test
tweets.

4.4. Evaluation Metric

We use the Haversine distance as our primary evaluation metric. This formula calculates the
great-circle distance between two points on a sphere given their latitude and longitude coordi-
nates, making it ideal for measuring the accuracy of geographical predictions:

Alat Al
d =2R-asin \/sin2 (Ta) +cos (laty) - cos (latp) + sin? ( ong) 1)
The average error E is calculated as:
-1
E=— Z dl'. (2)
niz

Where n is the number of tweets in the test set.

4.5. Rationale for Methodology

Our choice of zero-shot and few-shot learning scenarios, rather than fine-tuning, is motivated
by several factors:

i. Real-world applicability: zero-shot and few-shot scenarios better reflect real-world situa-
tions where extensive labeled data for fine-tuning may not be available.

ii. Model generalization: these approaches test the models’ ability to generalize knowledge
across domains, a crucial aspect of AI’s practical utility.

iii. Efficiency: zero-shot and few-shot methods require significantly less computational re-
sources and data preparation than fine-tuning.

iv. Baseline performance: these methods establish a baseline for the models’ inherent capa-
bilities, providing valuable insights for future improvements.

v. Adaptability assessment: we can evaluate how quickly the models adapt to the task with
minimal examples by testing both zero-shot and few-shot scenarios.

5. RESULTS

5.1. Zero-shot approach

Our zero-shot geotagging experiments with the first model reveal promising results, mainly
when accounting for data quality issues. The model achieved an average error of 465 km for
tweets with explicit geolocation mentions, while the average error was 639 km for tweets with
implicit references. However, these figures are significantly influenced by noisy data from two
primary sources: inaccuracies in the ground truth coordinates provided by Nominatim based on
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OpenStreetMap and knowledge gaps in the LLM, leading to overly generic extraction for specific
geographical entities. When excluding these noisy samples, defined as those with distances ex-
ceeding 500 km, the model’s performance improves dramatically. The average error for explicit
mentions reduces to 44 km; for implicit references, it decreases to 28 km. Notably, the proportion
of noisy data is relatively small for explicitly mentioning tweets: 135 out of 1151, and relatively
big for implicitly referencing tweets: 10 out of 45. For the last ones, this is one of the reasons
why the average error is smaller than for the explicitly mentioning tweets, along with the qual-
ity of data curated manually. The significant improvement in performance after noise removal
suggests that the model’s capabilities could be further enhanced through fine-tuning to address

knowledge gaps.
Table 2 and Figure 2 provide a detailed breakdown of these results, illustrating the overall
performance and the distribution of prediction errors with and without noisy data.

Table 2. Evaluation results for the zero-shot approach

Explicit mentioning Implicit reference
with noisy data without noisy data with noisy data without noisy data
465 km 8 km 639 km 28 km
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Figure 2. Histogram and kernel density estimation of distances for zero-shot approach for explicit men-
tioning without noisy data

The zero-shot approach demonstrates remarkable potential for geotagging tasks using large
language models. The distribution of prediction errors reveals that most predictions achieve
high accuracy, clustering near zero kilometers of error. This is particularly impressive given
the model’s lack of task-specific training. While a secondary cluster of less accurate predictions
and some outliers exists, these likely correspond to more challenging cases or noisy data points

identified earlier.
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Figure 3. Histogram and kernel density estimation of distances for zero-shot approach for implicit refer-
ences without noisy data

5.2. Few-shot approach

The few-shot geotagging experiments yielded promising results, showing improvements
over the zero-shot approach, particularly for explicit mentions. For tweets with explicit geoloca-
tion references, the model achieved an average error of 471 km with noisy data included, and
this was reduced to 43 km when excluding noisy samples. This represents a slight improvement
over the zero-shot approach, which had a 44 km error rate for clean data, demonstrating the
potential benefits of providing the model with a few examples.

For implicit references, the average error remained at 639 km with noisy data but signif-
icantly improved to 28 km without noise and matched the zero-shot approach. Matching the
zero-shot performance can be attributed to the small tweets dump with implicit references to
geolocations. Results are presented in Table 3 and Figure 4.

Table 3. Evaluation results for the few-shot approach

Explicit mentioning Implicit reference
with noisy data without noisy data with noisy data without noisy data
471 km 43 km 639 km 28 km

These results highlight the LLM’s strong baseline geotagging capabilities and ability to lever-
age few-shot examples, especially for explicit mentions effectively.

6. CONCLUSION

This study has explored the potential of leveraging large language models, specifically GPT-
40, for textual geotagging. Our research demonstrates the remarkable capabilities of state-of-the-
art LLM in inferring geographical information from explicit and implicit textual references, even

without task-specific training.
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Figure 4. Histogram and kernel density estimation of distances for few-shot approach for explicit men-
tioning without noisy data

Our experiments revealed impressive baseline performance in the zero-shot scenario, with
GPT-4o0 achieving high accuracy for explicit and implicit geographical references. After exclud-
ing noisy data, the model showed average errors of just 44 km for explicit mentions and 28 km for
implicit references. The few-shot approach improved these results, particularly for explicit men-
tions, reducing the average error to 43 km. This improvement demonstrates the model’s ability
to adapt and enhance performance with minimal additional context quickly.

An essential contribution of our work is the creation of a novel dataset for geotagging tasks,
including explicitly and implicitly location-referenced tweets. While we encountered challenges
with noisy data, primarily due to limitations in the LLM’s knowledge and inaccuracies in the Nom-
inatim mapping process, these issues present opportunities for future improvements in LLM ca-
pabilities and geolocation mapping techniques. Future research directions include expanding
datasets for implicit geolocation references, optimizing few-shot example selection, addressing
knowledge gaps, and improving performance on noisy data. As large language models evolve,
we anticipate further advancements in their ability to understand and infer geographical infor-
mation from text, opening new possibilities for location-based technologies and applications.
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AHHOTaUUSA

[laHHOe nccnenoBaHue paccmaTpuBaeT NpUMeHeHne 6onblunx A3blkoBbIX Mogenen (LLM), B yact
HocTun GPT-40, Ans reoTernHra TekcTa, NpeacTaBnsasa HOBbIN HAabop AaHHbLIX TBUTOB C reorpaduyec
KUMW aHHOTauuMsIMU. Micnonb3ysa noaxonbl C HyNneBbIM U MasbiM KONMYeCTBOM 06yyatoLLmx npuMepo
B, Mbl IEMOHCTpUpYeM cnocobHocTb GPT-40 onpenensiTb MECTOMOSIOXEHME HA OCHOBE SIBHbIX U HE
ABHbIX TEKCTOBbIX CCbIJIOK B TBUTAX, AOCTUras CPeLHEN NOrpeLlHOCTM BCEro B 43 KM ANS ABHbIX YNO
MUWUHaHUIA. Halm skcnepuMeHTbI MOKa3bIBaloT HAAEXHOCTb reorpadMyecKnx 3HaHUm 60MbLINX A3bIK
OBbIX MOZENEN U X aJanTUpyeMocCTb K 3aa4amM reoTermHra ¢ MMHMMasnbHbIM KOHTEKCTOM. ccnen
OoBaHWe Takxe nopgdepkuBaeT noteHuman LLM B ynyylieHnM MeTooB U3BMeYeHus reorpadnyecko
" nHcbopmaumm U3 TEKCTa, BbISIBMSIET NPOONEeMbl U BIIUSIHUE Ka4yecTBa AaHHbIX, @ TakXe BO3MOXHOC
T NoBbILWEeHNS 3 HEKTUBHOCTU MOAENM MPU paboTe C HEABHLIMU CChIIKaMu 1 3aLlyMIIEHHbIMY Aa

HHbIMW.

KnioueBble cnoBa: bonbluas si3bikoBas mogens (LLM), GPT, Meoternnr, O6paboTka ectecTs
eHHoro fA3blka (NLP), ickyccTBEHHbIM UHTENNEKT.
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