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Abstract

A data processing method is proposed for estimating the measurement error of scaled
test scores; this involves scaling half-test raw scores to effective full-test raw scores and
converting them to scaled test scores. It is shown that the method allows to estimate the
measurement error with high accuracy.

The proposed approach to data visualization involves the removal of the part of the data
corresponding to the rarest values. In the case of very noisy data, this method helps to
eliminate the contribution of atypical values and provides a significant increase in the
visibility of scatter plots.
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In order to estimate conditional standard error of measurement (CSEM) it is common to
re-test the same students using the same test and regard two testing occasions as parallel test
forms (half-tests). There is a chance, however, that students could have memorized some of the
tasks, gained extra knowledge or vice versa forgotten certain things during the time that has
passed between the two testing sessions. In addition, in many cases retesting is impossible or
undesirable. That is why it is preferable to split the test into two item sets (half-tests) that would
be regarded as parallel test forms.

However, such parallelism might not be ideal, and the difference between results of half-
tests may be significant. Already developed test cannot be split into pairs of items of the same
difficulty because it is virtually impossible to predict precise difficulty of items for an unknown
group of testees, especially when used in computer aided assessment. That is why it is neces-
sary first to develop a methodology for splitting the items into two almost parallel test forms
and compensating for non-parallelism. However, it is not enough to have two parallel half-tests
that allow estimating error of measurement of the raw scores because the standardization pro-
cedure (converting raw scores to scaled scores) is not linear and may be applied only to full-test
raw scores. This means that the estimated error of measurement of the raw scores cannot be
transformed directly into error of measurement of the scaled scores.
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This paper proposes a method to estimate error of measurement of scaled scores; this ap-
proach was used to estimate error of measurement of the Russian Unified State Exam (USE) in
physics taken by 10,472 students in Moscow in 2010. Data processing software was developed
on the basis of BARSIC software [5]. In this paper the set of items being studied will be called
a test, although it may be a set of problems or other tasks that do not take a form of a test.

1. METHODS OF ESTIMATING SCORE LEVEL STANDARD ERRORS

Based on the results of parallel test forms it is possible to estimate the standard error of mea-
surement Sg [1, 8, 11]:

Sp=Sx(1—ry)'?, 6))

where Sy is the standard deviation (mean squared variation) of the test scores, ryy is the cor-
relation coefficient between the two parallel test forms. It is important to note, however, that
formula (1) is only applicable when the scores are normally distributed; otherwise it does not
make sense [1].

Existing publications [1, 8, 11] list several methods to estimate conditional error of measure-
ment.

Following the classical test theory model, Thorndike’s method [10] uses equation (2) to esti-
mate Sg:

SE=Sx,-X )

where Sy, _x, is mean squared variation of the difference between X; and X scores in parallel
half-tests; mean values of X; and X, for each point (let’s denote them < X; > and < X, >) are re-
garded exactly equal. Normally, specific value intervals (score levels) are considered. The main
drawback of the method is low accuracy for small numbers of testees. However, the method is
very stable and its accuracy is known from the classical theory of measurement.

Polynomial method is a refinement of the Thorndike’s approach. The dependence of
(X7 — X»)? from X; scores is approximated by Y (X;) polynomial and is regarded as the value of
the error at the point Xj. Normally, the prediction would be made using cubic or fourth degree
polynomial. However, this approach should only be used when the distribution shape is known.

Lord’s binomial error model [2] regarded the test as a randomly selected set of k items.
The prediction was not very accurate and Keats [3] improved the formula. Lord’s compound
binomial approach was a refinement of the binomial error model and is based on the selection
of stratified samples of items (subtests of different item categories) rather than completely ran-
dom samples — Lord’s binomial error model is then applied to each stratified sample. Formulae
derived as part of these methods can only be regarded as some basic approximations unrelated
to a particular participant, group of participants or even item set. Theoretical accuracy or ade-
quacy of these theoretical models remains unknown.

Other estimates [8, 11] based on Rasch model [9] consider parameters of individual items
and estimate deviations from theoretical values that were to be obtained in a test with given
characteristics. Before using these methods it should be proven that for all items the necessary
conditions for Rasch theory are fulfilled, which is very often not the case.

In this paper to estimate conditional error of measurement of raw scores we used
Thorndike’s method and deviations from a straight line approximating the relationship be-
tween raw scores for one half-test and scores for the other half-test. Large sample size allowed
obtaining highly accurate estimates. However, this method cannot be used to estimate error

COMPUTER IN EDUCATION 25



Monakhov V. V., Kozhedub A. V., Khannanov N. K., Korolev A. A., Kurashova S. A.

of measurement of scaled test scores. We have proposed a method to convert raw half-test
scores to scaled test scores and estimate error of measurement with high accuracy.

2. ESTIMATING ERROR OF MEASUREMENT OF RAW RUSSIAN USE SCORES

A relatively high number of items in Russian USE in physics allowed forming two item sets
(half-tests) and regarding them as parallel tests.

Fig. 1 shows relationship between raw scores for even items and raw scores for odd items
(scatter plot). For greater clarity about 5 % of the results providing the greatest scattering are not
included in the picture. The method used to perform this will be discussed further. The actual
data analysis included all values.
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Figure 1. Relationship between raw scores for even items and raw scores for odd items
Parameters of linear approximation

y=ax+b, 3

were calculated using ordinary least products regression (OLP) [4]:

a=1.07, b=0.05, wy =2.87, wy, =3.06, R=0.851, 4

where w, is mean square deviation of X from the regression line, wy is mean square deviation
of Y from the regression line, and R is correlation coefficient. The scatter plot (fig. 1) shows
that the visible scattering is somewhat higher for the average scores. Accordingly, the standard
error of measurement is greater in this range and is decreasing towards higher and lower score
ranges, which is consistent with the results of similar research [1, 8].

The item sets used can be considered parallel but having a slight difference in the regression
coefficient (a = 1.07).
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Deviations from the regression line conformed to normal distribution. It is natural to assume
that the error of measurement for even and odd items are independent and that the standard
error of measurement of the scores on the scaled y’ = y/a axis (even items) coincide with the
error of measurement of the x axis (odd items) and will be denoted by ¢.

Let’s denote the true scores (exact values that participants would have obtained in the ab-
sence of error of measurement) by x and y and observed scores by X and .

In this case:

X=x+E&y, 5)

V=y+Ey, (6)

where &, and &y, are errors.
We’ll use the triangular brackets to denote mean squared values. Then:

< éy >=qe,

<&, >=¢€.

Because of the large number of measurements the error related to the approximation was
small and did not exceed 0.06 score at 95 % confidence level. Therefore we can assume that the
regression line (3) gives the exact values, i.e. that y = ax + b, and from (3) and (6):

y=ax+b+éy. @)

Using (5) and (7) we conclude that:

J=ax+b+(E, - aky.

This means that Ay (deviation of the observed score y) from the aX + b regression line equals:

AyZEy_agx.

This is different from error €, because x axis depicts observed scores X rather than true
scores x. Therefore (X, ) has error of measurement both on the x and y axes.
In accordance with the assumptions made:

<AJ>=<Ey-aEy>= \/< Ey>2+a? <&, >2= \Va2e? +ale? = V2ae.

In other words, the mean square deviation of y from the regression line (w, =< Ay >) is V2
times greater than standard error of y and a /2 times greater than standard error < &, > of x.
Total observed full-test raw score equals:

fc+j/=x+y+(§x+§y).

This means that error of the total raw score € equals:
E=Ex+Ey.

Therefore:

<E>=<Ey+E,>= Ve2+ate? = e\ 1+ a?.
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Let’s denote < € > by 0. As a result we get:

1+a?
2a%

0= wy ®

In accordance with (4) and (8) standard error of Russian USE raw scores can be estimated
as 0 = 3.0. As we can see (Fig. 1), the scattering at the ends of the range is somewhat smaller
than in the middle of the range. This fact is consistent with the tendencies described in other
works [1, 8, 12].

3. CONVERTING RAW SCORES TO SCALED SCORES

Unfortunately, raw scores for a half-test cannot be easily scaled. Only full-test raw scores
may be converted to full-test scaled scores by means of non-linear scaling function. So we pro-
pose a two-stage scaling method:

D) linear scaling of half-test raw scores to pseudo-full-test effective raw scores;

II) scaling of effective raw scores to scaled effective scores by means of standard non-linear
scaling function.

We can assume that if the half-test raw scores for odd or even items are multiplied by a
scaling factor that ensures the maximum of 50 raw scores (maximum for full-test raw scores
scale) then after scaling of such pseudo-full-test raw scores the resulting distribution of scaled
pseudo-full-test scores can be analyzed in the same manner as we have done for the raw scores.
However, this method is correct only if a is equal to 1. Also when scaling half-test raw scores to
pseudo-full-test raw scores the error would be /2 times greater than for the true full-test raw
scores because when adding the results for odd and even items standard error will not double
but increase by /2 times. That is why the resulting scaled score distribution will be incorrect.
To obtain the correct distribution in the first stage of scaling it is necessary to scale the scores
so that a equals 1 and decrease the distance between the points and the regression line in /2
times. We scale scores on the axes so that after the conversion a coefficient for the regression
line equals 1. In our case maximal score for the first half-test (24 scores for even items) is to
become maximal raw score (50 scores). Maximal score for the second half-test (26 scores for
odd items) will be somewhat greater than maximal raw score. Therefore, after the conversion
raw scores exceeding the allowable maximum must be replaced by the maximum allowable —
otherwise it is impossible to convert them to scaled test scores. This may seem doubtful, but
firstly the number of participants with the highest scores is so low that any operations with the
scores "going off-scale" have almost no effect on the overall results. Secondly, such "off-scaling"
takes place in the reality (very high-scoring subjects cannot get any higher than the maximum,
which is 50 raw scores), so the replacement of the off-scale scores by the maximal scores is quite
correct.

Scores obtained through this procedure will be called “effective full-test raw scores” where
“effective” denote that these are approximated scores that provide scaling of half-test results to
entire test score rather than real raw scores.

It should be noted that after scaling the scores will no longer be integer, but our analysis
showed that they should not be rounded as it introduces an additional error.

If we assume that in (3) b = 0 (taking into account the dispersion of several scores b of 0.03
score can be neglected) we obtain the following equation to convert the point with coordinates X
and jy, which reduces the distance to the regression line y = ax in V2 times and gives the point
with coordinates X and j:
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2

The approach outlined allows us not only to evaluate the average error for the entire dataset
but also makes it possible to measure the error of measurement for single intervals and track
deviations from the regression line for individual participants as well as systematic deviations
for groups of participants, that is, measure the conditional error of measurement.

4. SCATTER PLOTS AND ERROR OF MEASUREMENT OF THE RUSSIAN USE SCORES

Figure 2 shows the scatter plot obtained by processing the data from figure1 through (9)-(10)
formulas.

Even items, effective raw scores
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Odd items, effective raw scores

Figure 2. Relationship between effective full-test raw scores for even items and effective full-test raw
scores for odd items

Figure 3 shows similar dependence for the same data converted to effective full-test scaled
scores on a 0 to 100 scale — we will call them “effective” scores to stress that these are scaled
scores from a half-test.

The value of the standard deviation w for the entire range was 5.7 scaled scores. Under
the assumption of equality of standard error for even and odd items, their independence and
normal distribution, the standard error for each item set is v/2 times smaller, i.e. o = 4.0 scaled
scores.
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Figure 3. Relationship between effective scaled scores for even items and effective scaled scores for odd
items

But for points in a linear scaling range (from 53 to 75 scaled scores) the deviation for odd
items was less and was w = 4.74 scaled scores, i.e. o = 3.35 scaled scores.

Outside the linear scaling range of conversion (less than 53 or more than 75 scaled scores)
the error increases which can be clearly seen in Figure 3 as an increased dispersion of the points.
For the range of 21 to 53 scores w = 6.0 scaled scores and the standard erroris v/2 times less and
equals to o = 4.24 scores. This is of course the average error within the specified range. For the
range of 75 to 100 scores w = 7.95 scaled scores and the standard error is o = 5.6 scaled scores.

The distortions associated with the scaling procedure can be estimated by comparing
the half-sum of effective scaled scores for the half-tests with the real scaled score for the entire
test. Ideally, if the errors were normally distributed and there were no distortions (due to the
boundaries of ranges or effects of second order) these values should have been equal. It was
found that standard error introduced due to the scaling procedure was 0.28 scores for the 21-52
scaled score range, 0.11 for the 53-75 scaled score range and 0.55 for the 76-100 scaled score
range. These values are small compared to error values for these ranges (less than 10 %), which
indicates correctness of the proposed method of scaling.

5. COMPARISON OF RUSSIAN USE RESULTS IN MATHEMATICS AND PHYSICS

In another paper [7] we tried to estimate error of measurement of the Russian USE scores
in Physics. It was 7.0 scores based on Rasch model and 6.1 + 0.6 scores based on the comparison
of scores in math and in physics. The closeness of these values allows assuming that the disper-
sion on the scatter plot of the relationship between scores in physics and scores in mathemat-
ics is almost completely determined by measurement errors. We have shown [7] that presence
of statistical variation prevents accurate differentiation of abilities of high scoring participants
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(attaining 75 to 100 scaled scores for 100-score scale) who are the most interesting group for
the leading universities. Those abilities can be more accurately measured by Science Olympiads
(such as Online Olympiad in physics described in [6] because Olympiad tasks are much more
difficult than USE items.

The results of the current study indicate that our estimate of Russian USE score in physics
(Monakhov, 2011) was correct for the high score range (75-100 scores). That is why the conclu-
sions about the limited applicability of the Russian USE for the measurement of abilities of Uni-
versity applicants stand good.

At the same time, direct estimates of the error using half-test approach showed that on av-
erage it is equal to 4.0 test scores and for average score range it is 3.35 scores, which is about
two times smaller than the error found in [7] using Rasch model. This can be explained by the
fact that in [7] the estimate did not take scaling procedure into account and therefore the results
should be treated as related to raw scores rather than scaled scores. The 0 to 100 scaled score
range used in the model should be replaced with a 0 to 50 raw scores range. Because the score
range is reduced by 2 times the error estimate obtained in [7] should also be reduced by a factor
of 2. That is, the standard error calculated using Rasch model is equal to 3.5 raw scores, which
is satisfactory consistent with the value of 3.0 raw scores obtained in the current investigation.

Estimated error of measurement of physics and math test scaled scores of 6.1 that was ob-
tained in [7] is an upper bound. It included both scatter of points due to the statistical nature
of the correct answers and the scatter arising from differences in subject areas in the exams in
physics and mathematics. The results of this study enable us to refine the conclusions of [7]. If
we assume that the standard error of measurement in mathematics is the same as the error in
physics and equal to 4.0 scaled scores then the mean squared contribution from dispersion due
to the difference in subject areas can be estimated by 2.3 scores. Thus, although it is non-zero,
but its scatter effect is generally insignificant (without it the variance on the scatter plot of the
results in physics and mathematics would be 5.7 scores instead of 6.1 scores).

6. DATA VISUALIZATION FOR ITEM SETS OF VARYING DIFFICULTY

It should be noted that the choice of odd and even items as a criterion for compilation of
parallel test versions was determined by the fact that the resulting test versions had very similar
difficulty. Therefore, the regression line in Figure 1 is almost passing through the origin and the
slope of regression line is close to 1. However, this can only be the case for the item sets that
have similar difficulty across all item difficulty range.

Figure 4 depicts the relationship between raw Russian USE total scores for item sets (parts)
B and C and scores for part A. It seems to be linear with broad scattering band. However, this
point of view is misleading.

B and C items are much more difficult than A items although total raw score for part A is 25
and maximal total score for B and C parts is also 25. It is obvious that the regression line is very
distant from the origin. At the same time variance (w, = 3.5 and wy =4.2) is much greater than
in the first case (for the relationship between scores for even items and scores for odd items
wy =2.7,wy, =29 — see Fig. 1).

Moreover, if we remove the points overlapping less than 10 times (i.e., remove 535 points
from the original dataset, which is about 5 % of all points), we obtain the picture shown in Fig. 5.

It is evident that the relationship is not linear and the width of the dispersion band strongly
depends on the point at which the measurement is made. This fact was confirmed in the study of
item sets of varying difficulty. Thus, it is fundamentally wrong to approximate the dependence
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of the raw scores for item sets of varying difficulty with a linear dependence and the average
measurement error in this case does not really characterize the actual measurement error. This
is consistent with the results obtained in other works [1].
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Figure 4. Relationship between total scores for parts B & C and total scores for part A
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Figure 5. Relationship between total scores for parts B & C and total scores for part A after removal of 5 %
of points (overlapping less than 10 times)
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7. REMOVAL OF ATYPICAL DATA POINTS

Let us have a closer look at the proposed method of removing of some data records corre-
sponding to the most atypical values. Usually, the data points distant from the core set of points
or from a given line segment can be removed from the dataset. However, when there is a very
noisy set of measurements, as in our case, this approach is ineffective, i.e. it is unclear how to
use it to remove unnecessary data shown in Fig. 4. Our method is based on the analysis of fre-
quencies of points in the nodes of a discrete two-dimensional grid. Each hit to the node adds
one score to the point counter for the node. After going through all values in the original dataset
those points that fall into the nodes with a count below the threshold should be removed. For
example, if we set the threshold value of the counter to 5, only points of the grid nodes which
got at least five points will remain in the filtered data set.

In this case the scores for two item sets are integers. However, there are situations where the
coordinates of points (the values plotted on the axes) are real numbers or when the grid spacing
(equals to 1) is too small. In this case, you can set the grid spacing along each axis in accordance
with the requirements of a specific task and get points in the node set off on the coordinate value
rounded to the nearest grid point.

Let us explain how this approach helps to improve the view of the scatter plots and other
diagrams in case of very noisy data sets. Let us assume that ¢ is a standard deviation. Because
of the statistical variance the probability of finding a point with coordinate x,30 or more away
from the mean position X, in the case of normal distribution is equal to 0.28 %. Usually such
probability is ignored or else such points are discarded. If there are 10,000 points, then we get
about 28 points that lie beyond the 30 and distort the picture.

If the magnitude of change is comparable to the value of o, as in our case in Figure 1 or
especially in Figure 4, a value of 30 is too large and we would like to see only the points that are
not further away from the mean than 2o (about 95 % of points) or even not further away than
o (about 68 % of points). But how can we remove extra points when we do not know the form
of the dependence (Fig. 4)?

If there are 10,000 points, then we have about 500 points on the plot that lie beyond 20
and about 3200 points that go beyond o. It is obvious that near the mean value a point with a
certain coordinate will get hundreds of dots and outside 30 there will be single points but on
the scatter plot they will all look the same. Therefore, the figure will depict the score distribution
inadequately.

We suggest removing the points that have few hits in the same place of the scatter plots —
we will call them atypical. Removing atypical points allows seeing the dependence and change
in variation in cases where the original plot (without removing atypical points) was to a great
extent filled with atypical points.

This method goes beyond the analysis of the Russian USE results and may be used for visu-
alization of a variety of very noisy data sets. In addition, it can be used for removal (filtering) of
atypical data in data processing.

8. TEST SCORE FREQUENCIES

Let us have a look at the histograms of test scores (Fig. 6) for odd and even item sets.

These graphs correspond to the initial data set shown in Fig. 1 (before filtering). You can see
that these distributions are different and at first glance it seems that the half-test forms are not
parallel.
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Of course, they are not ideally parallel but the situation is not as bad as you might think.
The position of the peak on both bell-shaped curves in Fig. 6a and Fig. 6b is in the same area of
7.5-8.5 scores, and the percentage of correct answers differs by only 7 % being 40 % in the first
case and 47 % in the second case.
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Figure 6. Test score frequencies for odd (a) and even items (b)
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Figure 7 shows a histogram of the distribution of test score frequencies (i.e. number of par-
ticipants who have obtained a specific score) for part A and parts B&C items. These distributions
differ markedly from each other causing nonlinear relationship in Figure 5.
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Figure 7. Test score frequencies for part A (a) and parts B&C (b)

Half-test forms, one of which consists of part A items and another one of parts B and C
items cannot be regarded as parallel. Difficulty of the first set is much lower than that of the
second set, as indicated by the position of the peak in the bell-shaped function in Figure 7a (it is

34 © COMPUTER TOOLS IN EDUCATION. Ne5, 2018 r.



Processing and Visualization of Test-Results Data

shifted toward higher scores) and high percentage of correct answers (60 %). For the second set
the peak in the dependence in Figure 7b is shifted toward lower scores and the percentage of
correct answers is two times lower (27 %).

If both sets were parallel, the sum score of the two sets would have lead to a doubling of both
scores and the height of the columns. The shape of the distribution would not change. Figure 8
represents the distribution of score frequencies for the full set of items (parts A+B+C).
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Figure 8. Test score frequencies for the entire item set

It is obvious that the distributions shown in Figure 7 have very different shape from the
distribution for all items (Fig. 8) and that distributions in Figure 6 are much closer to the one
in Figure 8. Odd and even items are usually specifically combined as parallel test forms when
full test is being developed. So the fact that results of approximation (3), (4) are good is not so
surprising. However, as we have found parallelism is not very good in this case.

9. SPLITTING ITEMS INTO GOOD PARALLEL TEST FORMS

Thus, for the correct split of the item set it is important to obtain similar distributions in the
histograms and hence the symmetric distribution of points on the scatter plot depicting rela-
tionship between scores for the first half-test form and from scores for the second one (Fig. 1) as
well as the same percentage of correct answers. The shape of the distributions is more impor-
tant than the exact half-test scores obtained or the number of items in a set. At the same time the
slope of the regression line (a should be close to 1) and its shift relative to the origin (b should
be close to 0) might serve as good criteria. For example, when splitting items into even and odd
ones maximum score for odd items was 26 and maximum score for even items was 24 but the
sets could still be regarded as parallel.

To obtain the correct distribution of the results it is natural to include pairs of items of the
same difficulty in the test. However, already developed test cannot be split into pairs of items of
the same difficulty, as was mentioned above. And if you sorted the items by increasing difficulty
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and selected sets from the pairs of adjacent items the first set would be always easier than the
second one. To solve this problem we propose to alternate the order of the items selected for the
sets from such pairs: take the first item from the first pair into set 1 and the second item from
the first pair into set 2; take the second item from the second pair into set 1 and the first item
from the second pair into set 2; take the first item from the third pair into set 1 and the second
item into set 1; take the second item form the fourth pair into set 1 and so on. It is also possible
to fine-tune the distributions by exchanging the items in sets 1 and 2 but it may be necessary
only if corresponding items in different sets differ by the number of scores assigned to them or
when parallel forms have different number of items.

Figure 9 shows the relationships between test scores for the parallel forms that were com-
prised using proposed approach.
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Figure 9. Relationship between scores for set 1 and scores for set 2: a) half-test raw scores; b) effective
full-test raw scores; c) effective full-test scaled scores
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Processing and Visualization of Test-Results Data

Figure 10 represents a histogram showing the test score frequencies, i.e. number of partic-
ipants who have obtained specified score for each item set (prior to data manipulation, corre-
spond to figure 9a).

Comparison of the histograms in Figure 10 and 8 provides evidence of the proposed ap-
proach to comprising parallel test versions being successful.
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Figure 10. Test score frequencies for half-test item set 1 (a) and item set 2 (b)

This is confirmed by very similar percentage of correct answers: 43.9 % for set 1 and 42.8 %
for set 2. Linear regression parameters confirm this conclusion too:

a=1.00, b=-0.32, R=0.863, wy,=2.92, w, =2.92, 0 =2.06.
After conversion of raw scores into effective full-test raw scores in the 0-50 range:

a=1.00, b=-0.45, R=0.925, wy =4.13, wy=4.13, 0 =2.9.

Growth of the correlation coefficient is due to decrease by /2 times the distance between
each of the point and the regression line after scaling using formulae (9), (10). After conversion
to scaled test scores:

a=1.00, b=-0.74, R=0.911, wy =5.53, wy, =5.53, 0 =3.9.

Average standard error is o = 3.9 test scores. Thorndike’s approach provided the same error
value. When using odd and even item sets the value was 2.5 % higher: o = 4.0 test scores. Thus,
despite the fact that odd and even item sets were not ideally parallel the difference in the error
estimate can be considered very small.

10. ERROR OF MEASUREMENT OF SCALED SCORES FOR DIFFERENT SCORE RANGES

For points of item set 1 and set 2 in the range from 53 to 75 scaled test scores (Where the
conversion is linear) the standard deviation was w = 4.81 scores which is less than for other
ranges. Hence, the standard error for this range is o = 3.4 scores, which is different from the
value obtained by using odd and even item sets (o = 3.35) by only 1.5 %.

Outside the linear range (below 53 and above 75 scores) the dispersion increases (Fig. 9c)
in the same way as in Figure 3. The error of measurement increases accordingly. For the 0-53
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test score range w = 5.91 scores and standard error of measurement is o = 4.18 scores. This
is different from the previously obtained value by only 1.4 %: by using odd and even item sets
o =4.24 scores. Based on these values we can assume that o = 4.2 scores for this range. For the
75-100 score range w= 7.1 scores and standard error is o = 5.0 scores; the value obtained using
odd and even item sets was o = 5.6 scores which is different by 11 %. Therefore we can assume
that for this range the error is o = 5.3 scores (we took the average value for the two splitting
methods).

Thus, different approaches to splitting the entire test into parallel test forms provide almost
identical estimates of measurement error. Error of this estimate does not exceed 11 % and in
most cases is less than 3 %.

11. SUMMARY

A method for estimating the error of measurement based on special splitting the entire test
into two parallel forms and the subsequent conversion of half-test results is proposed.

A method of data processing and visualization based on the removal of the data correspond-
ing to the most infrequent values is proposed. In the case of very noisy data this method allows
eliminating the contribution of atypical values and provides a significant increase in the visibil-
ity of scatter plots.
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OBPABOTKA N BUSYANTN3ALNA PE3YJIbTATOB TECTOB

MoHaxoB B. B.", Koxeay6 A. B.!, XanHaHoB H. K.2, Koponés A. A.3, Kypawosa C. A.2

1CaH|<T-I'IeTep6yprCK|/||7| rocysapcrBeHHblli yHuBepcuTeT, CaHkT-MeTepbypr, Poccna
2 ABTOHOMHas HekoMMepuUeckas 06LLe06pa3oBaTenbHas opraHu3saLs «<Hosas YepHoronosckas Lkona»,
YepHorosnoska, Poccusa
3CanHkT-MeTepbyprckuii HaLMOHaNLHBIN NCCIeA0BATENLCKIIA YHNBEPCUTET MHGOPMALIMOHHBIX TEXHONOT A,
MmexaHuku n onTtuku, CaHkT-MeTepbypr, Poccus

AHHOTaUMA

MpeanoxeH MeTog 06paboTKM JaHHBIX A OLLEHKU MOrPeLIHOCTY N3MEePeHUs LLIKaanpo-
BaHHbIX (TecToBbIX) 6ann0B. OH BKIlOYaeT B cebs pasjeneHve 3ajaHuli Ha ABa napan-
NeNbHbIX BapuaHTa (nonytecTa), MacliTabupoBaHue NepBuYHbIX 6an0B NOAYTECTOB A0
3¢pdeKTNBHBIX NepBUYHbIX 6aNI0B N0 NOJHOMY TeCTy 1 MpeobpasoBaHmWe UX B LLIKaANPO-
BaHHble TeCcTOBble 6a/bl. [T0Ka3aHO, YTO METOZ MO3BO/ISIET C BbICOKOM TOUHOCTBIO OLe-
HUTb NOTPELUHOCTb N3MepeHKs. MpeoxXeH NOAXOA K BU3yanmn3aLumm AaHHbIX, KOTOPLIIA
UCMONb3YeT YAaneHmne YacTu JaHHbIX, COOTBETCTBYHOLLMX Hanbonee peakUM 3HaUEHNSAM.
B cnyyae cuMAbHO 3allyMAEHHBIX AaHHBIX 3TOT METO/ MOMOraeT YCTpaHWUTb BKNaj HeTu-
MUYHBIX 3HaYeHW 1 obecnevmBaeT 3HaUNTeNbHOE YBeIMYeHNe HarNaAHOCTM TpaduKkoB
paccesHus.

KntoueBble cyioBa: 06paboTka AaHHbIX, BU3Yaan3auyms AaHHbIX, KOMbOTEPHOE TeCTU-
poBaHue.
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